
U-Finger
Multi-Scale Dilated Convolutional Network for 
Fingerprint Image Denoising and Inpainting 

Ramakrishna Prabhu, Xiaojing Yu,
Zhangyang Wang, Ding Liu, Anxiao (Andrew) Jiang



Why Deep Neural Network ?
• Fingerprint restoration and enhancement have been traditionally

studied using classical example-based and regression methods.

• These techniques assume the type of noise (Gaussian, speckle and
“salt and pepper”) as shown below in the images and are not effective
against non-linear/discrete noises.

• There have been very few inpainting techniques such as patented
technique of Harris Corp. But these have limitations on the portion
of the fingerprint that is missing.

Salt & Pepper noise Speckle Noise



• The challenge dataset has fingerprints with different sets of noise along with
degraded patches of ridges which needs to be restored.

• There are no traditional techniques developed to handle multiple noises along
with inpainting, it needs to be done one after other which just accumulates the
error from one stage to the other.

Gaussian Noise



• There have been lots of success of deep learning-based natural image
denoising/inpainting/super resolution methods. This has not been
much taken into consideration for fingerprint processing.

• Neural networks are capable of learning the patterns of the
fingerprints and extract them from several set of background noises
while maintaining the integrity of the fingerprint.

• Along with denoising, neural networks are efficient in inpainting
compared to traditional techniques. Traditional techniques rely
normally on the information/pattern present in just that image
which is being processed (locally), but neural network uses pattern
information that it has learned from several finger prints (globally).

• Neural networks are capable of handling discrete noises as well as
other noises mentioned above and at the same time can perform
inpainting efficiently.



Dataset and Technical Challenges
• Synthesized dataset of realistic fingerprints.

• Developed algorithms will be evaluated 
based on reconstruction performance (MSE, 
PSNR and SSIM). 

• Complicated mixed degradation types:
blur, brightness, contrast, elastic 
transformation, occlusion, scratch, 
resolution, rotation, and so on. 

• Different from natural images, 
fingerprint images are composed of usually 
thin textures and edges, and it is critical to 
preserve and keep them sharp during the 
restoration process for their reliable 
recognition/verification from those patterns.



U-Finger

(a) Overview of our adopted network. (b) Architecture of the feature encoding module.
(c) Architecture of the feature decoding module.



Experimental Results
• The model is trained for 1,500,000 iterations using 

the stochastic gradient descent (SGD) solver with 
the batch size of 8. 

• Gray scaled inputs images.

MSE PSNR SSIM
Base-model 0.029734 15.8747 0.77016
Base-model without padding 0.025813 16.4782 0.78892
U-Finger 0.023579 16.8623 0.80400

MSE, PSNR and SSIM Results on Validation Set.



Ranking
User RANK MSE PSNR SSIM

CVxTz 1.0000 (1) 0.0189 (1) 17.6968 (1) 0.8427 (1)

rgsl888 2.3333 (2) 0.0231 (2) 16.9688 (2) 0.8093 (3)

hcilab 3.3333 (3) 0.0238 (3) 16.6465 (3) 0.8033 (4)

sukeshadigav 3.3333 (3) 0.0268 (4) 16.5534 (4) 0.8261 (2)

Results @ official website



Denoising and inpainting results of models

(a) Original (b) Base-model (c) Base-model with no padding (d) U-Finger (e) 
Ground truth.



Influence of padding
• Padding is normally used to satisfy the need to have particular sized output while 

performing convolution.

• But, in the base model, as we are performing skip connection with input, the 
portion of the padding will just take in all the error values from inputs section, 
which effects all the metrics of evaluation seriously.

• This can be observed in the following set of images, the highlighted portion is not 
edge of the picture, its noise propagated from the input through skip connection 
while having padding, but the U-finger does not have this issue.

Base model with padding U-finger



Impact of dilation on denoising
• Convolution network are best suited for generic images 

where information spread across whole image and doesn’t 
loose any important pattern information while max-
pooling.

• But, fingerprints hold their information just in their edges 
and rest are just noise. So, it requires more local, pixel-
level accuracy, such as precise detection of edges.

• Dilated convolution was introduced to achieve this 
property. Essentially, the receptive field increases with 
dilation factor which helps to preserve accuracy.



Convolution network Dilated Convolution network
Dilated convolution layers with larger receptive field helps to preserve more 
information compared to convolution layers which looses the information 
while max-pooling, ending-up with smoothened edges. 



Denoising and Inpainting results at different level of loss

Moderate loss in fingerprint, (a) Original, (b) U-Finger (c) Ground truth. 



Severe loss in fingerprint, (a) Original (b) U-Finger (c) Ground truth.



Denoising finger prints degraded with generic noise
Salt & Pepper noise

a) Noisy image, b) Denoised image and c) Ground truth
Model is capable of removing the generic noises that were considered in traditional
models of denoising.

a b c ca b

Gaussian noise
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All noise (Gaussian, S&P, Speckle)Speckle Noise
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Conclusion
• The multiscale nested architecture with up-sampling and 

down-sampling modules proves to achieve compelling balance 
between preserving fine texture and suppressing artifacts. 

• The usage of dilated convolutions and the removal of padding 
have further boosted the performance.

• The model is capable of handling discrete noises along with 
generic noises and comparatively better inpainting results.

• Our future work will include training with alternative loss 
functions (SSIM, MSSIM-L1, MSSIM-L2 ), as well as trying 
more densely connected modules. 
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