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General method description

Our method recognizes gestures by employing both RGB and depth videos
and learning with the features extracted by the 3D CNN model. To learn



more about the detail of motions, we make a pre-processing on the inputs
and convert them into 32-frames videos. Since the variations in back-
ground, clothing, skin color and other external factors may disturb the
recognition, we employ saliency video to concentrate on the gestures. The
features of the videos are learnt by C3D model, a 3D convolutional net-
work model that learns spatiotemporal features. Then we also blend the
RGB feature, depth feature and saliency features together to boost the
performance. The final classification is implemented by SVM classifier.
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e Representative image / diagram of the method
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Figure 1: The diagram of our method

e Describe data preprocessing techniques applied (if any)
We make a pre-processing on the videos to convert them into 32-frames.
As the statistics of all 35878 train videos show, most of them are with
29-39 frames and the peak is 33-frames video. For easier processing in



C3D learning, we choose 32 as a benchmark and sampling or extending
input videos in terms of the length of them.

3 Visual Analysis

3.1 Gesture Recognition (or/and Spotting) Stage
3.1.1 Features / Data representation

Describe features used or data representation model FOR GESTURE RECOG-
NITION (OR/AND SPOTTING) STAGE (if any)

The features we use for gesture recognition is extracted by C3D model. The
architecture of C3D model is illustrated in Fig.2. After 8 convolution and 5
pooling, the input video is converted into a 1 x 4096 dimension feature vector,

and that is exact what we use for classification.
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Figure 2: The architecture of C3D model (from Tran et al.’s paper). It consists
of 8 convolution layers, 5 pooling layers, 2 fully-connected layers and a softmax

loss layer. The feature we extract is from fc6 layer, i.e., the first fully-connected
layer.
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3.1.2 Dimensionality reduction

Dimensionality reduction technique applied FOR, GESTURE RECOGNITION
(OR/AND SPOTTING) STAGE (if any)

3.1.3 Compositional model

Compositional model used, i.e. pictorial structure FOR GESTURE RECOG-
NITION (OR/AND SPOTTING) STAGE (if any)

3.1.4 Learning strategy

Learning strategy applied FOR GESTURE RECOGNITION (OR/AND SPOT-
TING) STAGE (if any)

We adopt a “learning-extracting-fusing” strategy. Since blending the three
kinds of input videos may result unreasonable data (because the objects in RGB
and depth videos are not presented with the same size), we first use three kinds
of video to finetune the model and extract features respectively, then we blend
these three features together and use the integrated feature to train SVM and
obtain the final classification result.



3.1.5 Other techniques

Other technique/strategy used not included in previous items FOR GESTURE
RECOGNITION (OR/AND SPOTTING) STAGE (if any)

3.1.6 Method complexity

Method complexity FOR GESTURE RECOGNITION (OR/AND SPOTTING)
STAGE

The part of our method that most likely to have high complexity is the fine-
tuning process of C3D model. It needs about 50.9 hours to finetune and update
nearly parameters. It also takes about 8G graphic memory. The classification is

implemented by a linear-SVM classifier so that the complexity of it is not very
high.

3.2 Data Fusion Strategies

List data fusion strategies (how different feature descriptions are combined) for
learning the model / network: Single frame, early, slow, late. (if any)

The data we use for fusion is RGB, depth and saliency data. The saliency
data is generated from RGB data to alleviate the disturbing influence of back-
ground, clothing, skin color and etc. Since the RGB and depth videos are not
matched well (objects in RGB video is a little bigger), we choose to fusion in
the later stage - after features of RGB, depth and saliency data are extracted
by C3D model, we blend these three 1 x 4096 feature vectors and calculate the
average.

3.3 Global Method Description

e Which pre-trained or external methods have been used (for any stage, if

any)
The C3D model is pre-trained with the Sports-1M dataset.

e Which additional data has been used in addition to the provided ChaLearn
training and validation data (at any stage, if any)

e Qualitative advantages of the proposed solution
The advantages of our method are:
1. The 32-frames strategy achieves better results than the original C3D
model which requires 16-frames input.
2. The fusion feature make a significant progress compared with any single
feature in boosting accuracy.

e Results of the comparison to other approaches (if any)

e Novelty degree of the solution and if is has been previously published
The 32-frame scheme and saliency video used for fusion are novel proposed
and have never been published before.



4 Other details

e Language and implementation details (including platform, memory, par-
allelization requirements)
Our experiments are processed on a PC with Intel Core i7-6700 CPU
@ 3.40GHz x 8, 16 GB RAM and Nvidia Geforce GTX TITAN X G-
PU. The experiments of C3D model training and feature extracting are
processed under caffe framework on Linux Ubuntu 14.04 LTS, others in-
cluding 32-frames video generation, feature fusion and SVM classification
are implemented by matlab R2012b on 64-bit Windows 7.

e Human effort required for implementation, training and validation?
As our method is divided into four modules (data pre-processing module,
feature extraction module, classification module and prediction generation
module), the intermediary data needs transporting among those modules,
especially for the feature extraction, since the network needs data and
creates data in specific directory.

e Training/testing expended time?
The training time of C3D model is about 50.9 hours, the feature extraction
time is about 1 hour for 35878 training data. The classification time of
SVM classifier is about 6-9 hours (depending on the amount of training
data and the rate that CPU is occupied).

e General comments and impressions of the challenge? what do you expect
from a new challenge in face and looking at people analysis?
The challenge is really fantastic. Some of the gestures are really difficult to
distinguish so we need to try our best to make the details of each gesture
be learnt by the network. It might be better that the face and looking at
people analysis challenge is different from existing face recognition scheme.
A specific application like criminal discrimination may be interesting and
realistic.



