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Title of the contribution Gesture recognition with convolutional neural networks (CNNs)

General method
description

The architecture of the model consists of two CNNs (pooling-scheme  =
max-pooling), one for extracting hand  features  and one for extracting 
upper bodyfeatures.  Each CNN is three layers deep. Classification is done 
with a classical artificial neural network (ANN) with one hidden layer.
Also, local contrast normalisation (LCN) is applied in the first two layers 
and all artificial neurons are rectified linear units (ReLUs). During training, 
dropout and data augmentation are used to generalise the model. The 
data augmentation is performed  in realtime on the CPUs during the 
training phase while the model trains on the GPU. This consists of spatial 
- and temporal translations, zooming, and rotations. I used Nesterov’s 
accelerated gradient descent (NAG). (See next slide for preprocessing)
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Describe data
preprocessing techniques
applied (if any)

In the preprocessing,  the highest hand and the upper body are cropped 
using the given joint information.  This results in four video samples 
(hand and body with depth and grayscale) of resolution  64x64x32. 
Furthermore,  the noise in the depth maps is reduced with thresholding, 
background  removal using the user index, and median filtering.

Describe features used or
data representation
model (if any)

CNN. (Instead of constructing complex handcrafted features, 
CNNs are able to automate the process of feature construction.)

Data modalities used, i.e. 
depth, rgb, skeleton… (if 
any)

Everything except skeleton world positions and orientations.

Fusion strategy applied (if 
any)

Early fusion

Dimensionality reduction 
technique applied (if any)

CNN: max-pooling



Temporal clustering 
approach (if any)

Temporal segmentation 
approach (if any)

Once the prediction probability is high enough (thesholding), the 
model predicts the starting frame. If it decreases again or it 
switches class, the model predicts the endframe. Also, extra class
added to distinguish sequences not in the 20 gestures. There 
was more focus on classification than segmentation. 

Gesture representation
approach (if any)

CNN

Classifier used (if any) Artificial neural network (ANN)

Large scale strategy (if 
any)



Transfer learning strategy 
(if any)

Temporal coherence
and/or tracking approach 
considered (if any)

Other technique/strategy
used not included in 
previous items (if any)

Method complexity 
analysis

Training is computationally intensive (GPU speeds up things),  
evaluation is relatively efficient.



Qualitative advantages of 
the proposed solution

Instead of constructing complex handcrafted features, CNNs are 
able to automate the process of feature construction. 

The more data available for training the model, the robuster it 
will get. Often, these deep learning methods outperform 
feature engineering methods in terms of classification, if 
provided with enough data.

Results of the comparison 
to other approaches (if 
any)

Novelty degree of the 
solution and if is has been 
previously published

CNNs are not new, but the way I used them as described earlier 
is my own solution. The solution is not published.



Language and  
implementation details 
(including platform, 
memory, parallelization 
requirements)

Python, Theano, PyLearn2.
Ubuntu 12.04LTS, 32GB mem, GPU NVIDIA GeForce GTX 680, 
hexacore (i7-3930K).
Used multiple cores for data-augmentation while training the 
model on GPU.

Human effort required for 
implementation, training 
and validation?

I did this project in context of my master thesis for graduating in 
Master of Science (MSc), Computer Science Engineering: 
Information and Communication Technology. 
This took me 10 months while finishing my studies and writing a 
master thesis.

Training/testing 
expended time?

One or two days.

General comments and 
impressions of the 
challenge

I like to thank the organizers for the challenge and the data!
It is my first challenge, but to me the organization was perfect.
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